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English Abstract

The increasing ability of military weapon systerosperform functions autonomously is a
strategic trend with implications for defence pelgcand warfare in general. Denmark and
many of its allies possess weapons that functicanirautomatic, automated, or autonomous
manner — the difference being the degree of sapaigin of weapon responses to external
stimuli. Such weapons can be controlled directlfhva “man-in-the-loop,” managed by a
“man-on-the-loop,” or supervised by a “man-outdoédoop.” Although all uses of force by
Western militaries take place within an instituatised process that ensures the lawful appli-
cation of violence, the challenge for policy isdevelop technological systems and institu-
tions whose procedures and command structures arainteaningful human control over
these autonomously functioning weapon systemsicpéatly with regard to the functions of
selecting and engaging targets with lethal violerdee most other advanced democracies,
Denmark has not developed a comprehensive politly migard to weapon systems with
autonomous functions. We suggest that Danish aeeisiakers consider adopting a defence
planning mechanism to analyse the issue of autonsrmsgstems and clarify matters of prin-
ciple and general Danish policy. The topics to ddrassed could include a process to con-
sider the acquisition, integration, and utilisatminweapon systems with autonomous func-

tions, including appropriate command and contrir@gements.



Dansk resumé

Militeere vabensystemers stigende evne til at udfanitioner autonomt, er en strategisk
udvikling med konsekvenser for krigsfarelse gerevgl for forsvarspolitik i Danmark. Li-
gesom mange af dets allierede besidder Danmarknyalee fungerer automatisk, automa-
tiseret, eller autonomt — forskellen ligger i p&tfeneringen af vabensystemernes reaktion pa
stimuli. Endvidere kan sadanne vaben kontrolleieskte af enrman-in-the-loopstyres af en
man-on-the-loopeller overvages af eman-out-of-the-loopSelvom vestlige militeere styrk-
ers brug af vaebnet magt foregar i en instituticeaéit proces der sikrer lovlig voldsudgvelse,
er udfordringen for policy-udviklingen pa omradetualvikle teknologisystemer og institu-
tioner hvis procedurer og kommandostrukturer oflegtr meningsfuld menneskelig kontrol
over autonome vabensystemer, isser med henblik p&lgdisen af mal for dedbringende
angreb. Ligesom de fleste andre demokratiske lanale Danmark endnu ikke udviklet en
omfattende politik pa omradet for autonome vabeesysr. Vi foreslar, at danske beslut-
ningstagere overvejer at vedtage en forsvarsplamteggmekanisme til at analysere
spgrgsmalet om brugen af autonome vabensystenmat, afklare principielle og generelle
problemstillinger for dansk politik pa omradet. Eenrder er vaerd at overveje omfatter en
proces der udstikker en retning for anskaffelseegration og brug af vabensystemer med

autonome funktioner, samt spgrgsmalet om kommamgl&ontrolarrangementer pa omradet.
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1. Introduction

The ability of machines to act in the absence ah&m control has increased dramatically
over the course of the past decade. Machines caeasingly sense their environment, dis-
criminate between aspects of it, determine behawased on these sensory inputs, and act
without human involvement. The use of such machingsublic and private, civilian and
military activities raises significant practicablical, policy, commercial, industrial, ethical,
moral, and legal issues. This is especially the edath machines that autonomously facilitate
or conduct violence — i.e., weapon systems. Tleisdrtherefore impacts military affairs as

well as other areas of human endeavour.

Weapon systems that are capable of functioningnamously may be seen to possess a cer-
tain allure and mystique. They can provide a rempogésence and undertake tasks that are too
dirty, dull, or dangerous for human beings. Theynpise to reduce costs, casualties, and col-
lateral damage while increasing military effectiges, efficiency, and efficacy. Systems with
autonomous capabilities will become increasinglgvatent in civilian and military applica-
tions. They are progressively being incorporatei Western military force$,including
those of Denmark, and will also be adopted by ahrézs in the future. Weapon systems
with autonomous functions will likely become a pament feature of military forces and

their operations.

These developments have caused serious alarm ia goarteré.Many fear that countries

will acquire weapon systems with autonomous fumatie particularly to select and engage
targets with destructive force — to address talctind operational problems on the battlefield
while losing sight of the inherent dangers thathssolutions create. As the “Campaign to

Stop Killer Robots” characterises the problem,

Allowing life or death decisions to be made by maehk crosses a fundamental moral
line. Autonomous robots would lack human judgmerd the ability to understand con-

text. These qualities are necessary to make congtlegal choices on a dynamic battle-
field, to distinguish adequately between soldierd aivilians, and to evaluate the propor-
tionality of an attack. As a result, fully autononsoweapons would not meet the require-

ments of the laws of war.

Furthermore, many — including physicist Stephen Kag and entrepreneur Elon Musk —

fear the proliferation of these weapdns.



[T]he endpoint of this technological trajectoryalvious: autonomous weapons will be-
come the Kalashnikovs of tomorrow ... ubiquitous ahéap for all significant military

powers to mass-produce. It will only be a mattetime until they appear on the black
market and in the hands of terrorists, dictatorshimg to better control their populace,

warlords wishing to perpetrate ethnic cleansing’ et

They therefore propose banning the developmenbférisive autonomous weapons beyond

meaningful human control” forthwith.

These developments therefore pose a policy probdemational decision makers, including
those in Denmark. Should Denmark join many of isST Allies and invest in weapon sys-
tems with autonomous functions so that the Danisted forces can enjoy the advantages
these systems possess and remain compatible veithpgartners? Should government offi-
cials pause at the moral, ethical, and legal inagilbms of empowering machines that can
choose to do as they will to perform military taskstheir behalf? Should they oppose or opt
out of any strategy or policy that relies upon tRe@r are developments insufficiently clear
to justify making a decision in the near term? Axfiyhese alternatives — join in, oppose, opt
out, or wait — could be a reasonable policy respons

The purpose of this repdiis to provide information and knowledge that cob&p answer
such guestions. Autonomous weapon systems mayseqran historic advance in military
technology and may have many implications for htates and non-state actors use military
force. They will likely have an impact on warfaredawar, defence policies, and certainly
have implications for investments in research, tgraent, and materiel acquisition. This
report is intended to serve as a primer on thees#oat incorporating autonomous functions
into weapon systems pose to political officials]iggomakers, military commanders, and
their respective staffs. It is intended to bringrthinto the loop so that, together, they can

consider these issues as they engage in discusgions defence policy.

This report is divided into five sections, includithis introduction. In the next section we

present how key government and international adtav® defined weapon systems with au-
tonomous functions, provide a conceptual map ttedihtiate between different degrees of
autonomous functioning, and discuss the relatigmssbhietween man and machine and their
implications for directly controlling the machine both time and across space. The third

section catalogues the Danish inventory of weapystems that possess some degree of au-



tonomous functionality to impress the point thatrsweapon systems are already in the pos-
session of the Danish armed forces. In the fowethien, we discuss the move fratitect to
meaningfulhuman control as a basis for policies related @apwn systems with autonomous
functions. The fifth section suggests conveningnéer-ministerial working group to consider
many of the policy issues raised by the technoklgievelopments leading to autonomous

functionality in weapon systems, including:

clarifying Denmark’s definition of weapon systemghaautonomous functions

» clarifying matters of principle and general Danpghicy

e operationalising the concept of “meaningful humantol” in terms of command and
control arrangements

« recommending a permanent working group to conglieissues sure to arise in the

implementation of the policy, including the acqtiesi, integration, and utilisation of

weapon systems with autonomous functions

We conclude the report with a few thoughts aboatrtiie of violence and the control of its

implements in human history.



2. Weapon Systems with Autonomous Functions

This section of the report reviews the definiti@isautonomous weapons used by the British
Ministry of Defence (MoD), the American Departmesit Defense (DoD), NATO Allied
Command Transformation (ACT), the United Nation®NjUthe International Committee of
the Red Cross (ICRC), and the Danish MoD. Afteimgptheir areas of agreement and dif-
ference, we address three key dimensions that ingrathe degree of “autonomy” extant in
any weapon system: the degree of complexity witickvit can behave without direct human
control, the relation of the human operator to th&chine, and when the instructions that
guide its operations are imparted to the weapordoing so, we discuss the concepts that
have been used to describe and define mechanigelidns that occur without immediate
human direction, includingqutonomy automated automatic and remotely controlledsys-
tems. After defining them, we present a conceptuab to differentiate between these con-
cepts. We then discuss the potential ways thattdo@ntrol over such machines by a human
being can be structured in terms of the man beingn, or out of the loop of its operation
once activated. We then address the dimension ehwime instructions that guide its opera-
tions are imparted to the machine and how thantinmteracts with its ability to perform its
functions discriminately. We conclude the sectiathva discussion of how these dimensions

can help structure an approach to weapon systethsawionomous functions.

2.1 Policy Definitions

The ability of weapon systems to be pre-programmgticiently to utilise high volumes of
sensor inputs from multiple sources to effectivedtermine courses of action and other be-
haviours that fulfil the intent of its operatorasger-increasing. Indeed, one need only examine
the transition from “dumb” bombs to “smart weapoms’"NATO air operations or the in-
creasing number and complexity of functions ablsfggened by remotely controlled systems
to see the promise and allure that the integraifdhese technological trends holds for more
effective and discriminating applications of letf@ace. These sorts of weapon systems have
recently become sufficiently common and their opens sufficiently complex to merit spe-
cific guidelines and policies to anticipate andtcointheir development and use, particularly
when they are capable of autonomously selectingesugaiging targets with lethal force. In
Text Box 1, we present the definitions of autonomaeapon systems upon which the Brit-
ish MoD, the American DoD, NATO Allied Command Tshormation (ACT), the UN, the
ICRC, and the Danish MoD have come to base théitetjnes and policies.



Text Box 1: Official Conceptions of Autonomous Weapon Systems

In May 2011, the United Kingdom (UK) incorporated a definition of autonomous systems into its
Joint Doctrine Note 2/11: The UK Approach to Unmanned Aircraft Systems. It states that:

e An autonomous system is capable of understanding higher level intent and direction. From
this understanding and its perception of its environment, such a system is able to take ap-
propriate action to bring about a desired state. It is capable of deciding a course of action,
from a number of alternatives, without depending on human oversight and control, although
these may still be present. Although the overall activity of an autonomous unmanned aircraft
will be predictable, individual actions may not be.?

In November 2012, the United States (US) became the first government to issue a policy on au-
tonomous weapon systems. Then-Deputy Secretary of Defense Ashton Carter issued DoD Di-
rective 3000.09, which set policy and defined autonomous weapon systems in the following
terms:

e autonomous weapon system: A weapon system that, once activated, can select and engage
targets without further intervention by a human operator...

* human-supervised autonomous weapon system: An autonomous weapon system that is de-
signed to provide human operators with the ability to intervene and terminate engagements,
including in the event of a weapon system failure, before unacceptable levels of damage oc-
cur.

e semi-autonomous weapon system: A weapon system that, once activated, is intended to
only engage individual targets or specific target groups that have been selected by a human
operator.’

In April 2013, Christof Heyns, the Special Rapporteur on extrajudicial, summary, or arbitrary exe-
cutions for the UN, defined “lethal autonomous robots,” or LARs, as:

* robotic weapon systems that, once activated, can select and engage targets without further
intervention by a human operator. The important element is that the robot has an autono-
mous ‘choice’ regarding selection of a target and the use of lethal force.’?

By May 2014, the term of art used by a “meeting of experts” for the 117 States party to the UN
Convention on Certain Conventional Weapons (UN CCW) became “lethal autonomous weapon
systems,” or LAWS.M




In November 2013, Kathleen Lawand, the Head of the ICRC Arms Unit, defined:

an ‘autonomous weapon’ [as] one that is programmed to learn or adapt its functioning in
response to changing circumstances in the environment in which it is deployed. A truly au-
tonomous weapon system would be capable of searching for, identifying and applying lethal
force to a target, including a human target (enemy combatants), without any human inter-
vention or control. This definition connotes a mobile system with some form of artificial in-

telligence, capable of operating in a dynamic environment with no human control.*

In October 2014, NATO Allied Command Transformation “suggested” a definition for “autono-

mous functioning”:

the ability of a system, platform, or software, to complete a task without human interven-
tion, using behaviours resulting from the interaction of computer programming with the ex-
ternal environment.... This can be contrasted against automated functions, which although
require no human intervention, operate using a fixed set of inputs, rules, and outputs, whose
behaviour is deterministic and largely predictable. Automatic functions do not permit dy-
namic adaptation of inputs, rules, or outputs.13

The authors warned against “using autonomous + [system/platform/robot/machine/etc.],” since

“it singles out ‘autonomy’ as a descriptor for the machine over and above all the other features

and capabilities of the machine.

nl4

Finally, in September 2016, the Danish MoD published a new military manual to provide its per-

sonnel with a “solid foundation for solving the tasks that they face in the world’s hot spots,” in

the words of then-Defence Minister Peter Christensen.'” The manual defines autonomous

weapon systems as:

By automatic (autonomous) systems we mean that each weapon is able to position and ori-
ent itself using electronic (often GPS-based) equipment. Autonomous systems can also calcu-
late their own targeting data from the target coordinates that it has received digitally — pos-
sibly directly from an observer — and translate them into targeting data. Autonomous sys-
tems are usually self-propelled systems, but there are also towed systems with built-in navi-
gation and positioning equipment, as well as digital fire control systems.®




These official definitions vary in their precisertes, but there is significant overlap. Most of
them describe a machine capable ofgligervingthe environment in which it exists, (@)i-
entingitself to this environment based on its sensouisp(3) evaluating potential courses of
action anddecidingon one, and (4acting to implement that choicE.Most of these defini-
tions also pay specific attention to machines tiaat select and engage targets with lethal
force. These characteristics define the core ofptieblem. Yet there are issues that remain
conceptually opaque in these definitions, partidulaith regard to the complexity of behav-
iour required to deem a machine to be “autonomahe, relationship between human opera-
tors and the machine, and when the instructionsiafiodmation guiding its operations are

imparted to the weapon. We address each of thesendions in turn.

2.2 Conceptual Clarifications

What isautonom$ Philosophers of a proceduralist bent argueabsinomyis the ability to
render and act upon independent judgments regatkdengppropriate course of action given
the circumstance®¥.As such, autonomy is common to the human conditi¢hat is new and
different today is that machines are increasinglyosved with the capability to recognise and
render independent judgment about courses of attidhe “fusion of sensor technology
with advanced computational and processing powsrdmabled commercial and military
platforms to become more aware of their environnagmt interact with it in the absence of
human control® The integration of increasingly powerful sensard aomputing power will
enable humans to progressively delegate more tasksachines, including complex tasks
that have no rote answer and require the exeréigeglgment. As a 2012 NATO report puts
it, “autonomous system[s have] the ability to uistlend higher-level intent and direction, and
to choose from multiple alternatives. Although datgerall function is by design, individual
actions and final outcome may be unknown” to thes@e that delegates the task to the ma-
chine?! The potential for unpredicted behaviour in thespitrof goals derived from “higher-
level intent and direction” is the quality that neskautonomy potentially valuable — as well

as risky and a cause of concern.

Although common language may conflate automatigraated, and autonomous functional-
ity — explicitly so in the Danish definition — ugirdifferent terms to capture gradations in the
sophistication of the actions that machines caa &ddsent direct human control can help clar-
ify the distinction between what has come beforeatexists today, and what may come in
the future. The terms autonomous, automatic, amoh@ated autonomous are often used in-



terchangeably because they denote functions tlat oitside of direct human contfélYet

one can and should distinguish between the leviateraplexity that the machine is capable
of performing once it leaves direct human contextduse this is the quality that is changing.
Distinct levels of complexity can be captured bysidering three factors: (a) the number and
types of inputs to the system, the number and tgpesitputs from the system, and the rules
that link the two; (b) the relationship between tperator and the machine; and (c) when

instructions and sensor inputs are provided torthehine and its outputs are determined.

Automaticfunctions are of the stimulus-response type amplyirfivery simple, mechanical
responses to environmental input,” such as tripsyitendmines, and depth charg&Such
mechanisms function bluntly, utilizing a small nuenlof sensory inputs (often one) and link
them directly in a binary on/off fashion to a smalimber of outputs (often one). Automatic
systems are not designed to respond effectively anty degree of nuance to the signals they
could potentially receive from the environment. Thability of automatic weapons, such as
anti-personnel landmines, to respond discrimindizkgnvironmental inputs is the reason that

they have been subjected to significant scrutirdeninternational lavf?

Automatedfunctionality implies a greater degree of contimge built into the mechanism’s
response to environmental stimuli. These mechanisascontingent, rule-based algorithms
of the branch-and-sequel type to determine appatgptiehaviour based on environmental
inputs acquired after activation. They have “fibatbice points, programmed with a number
of fixed alternative actions that are selectedHgygystem in response to inputs from particu-
lar sensors” and whose “output is predictable & et of rules under which it operates is
known.” While automated functions can handle more comgémsory input than automatic
functions, they lack the potentially “emergent babar that was not directly predictable
from an inspection of its code” that characterse®nomous functionalits’

Finally, it is often suggested that “drones” or fu@nned aerial vehicles” (UAVs) are auton-
omous weapon systemisThis is not the case, at least for the systemtshiénze been used to
date, such as tHeredator Reaper Global Hawk or T&rnfalken®® Systems that function au-
tonomously differ from these sorts @motely controlledrehicles that remain under the di-
rect control of a human, albeit one communicatiriip W at a distance. As the US DdIn-
manned Systems Integrated Roadmap, FY 2013-&@88s, “when an aircraft is under re-
mote control, it is not autonomous. And when iaigonomous, it is not under remote con-

trol.”?°



Figure 1 presents a conceptual map to help disshgbetween these different terms and
concepts for machines that can perform their fomstiwithout direct and proximate human

direction.

Figure 1: Conceptual Map of Terms Associated with “Autonomy”
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Behavior? Behavior? Behavior?
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Human Remotely
Present? Controlled

Manned

With this simple diagram, we can order these cotscepa manner that captures the degree
of complexity that their operations imply along entnuum, ranging from a situation in
which the human operator directly controls everyoac(i.e., manned or via remote control),
through various levels of automated functions,ghemeters of which have been predefined
by a human operator and the machine’s behaviodetisrministic and largely predictable —
whether in terms of simple stimulus—response @tatior predictable contingent behaviour
of increasing complexity, to machines whose fumdiare guided by algorithms that enable
adaptive and potentially unpredictable goal-oridnbehaviour in complex situations or in

response to unanticipated stimtli.

Although this diagram draws a clear distinctionvedn functions that are directed by a hu-
man being and those that are not, it does notldb&interactive man—machine relationship.



This relationship — the extent to which human ofpesacontrol, direct, and/or cancel func-

tions, and when — is determined in the design efdystem, which incorporates considera-
tions of the complexity of the tasks to be perfadmelative to system sensor, computing, and
reactive capabilities as well as legal, ethicatl palicy constraints. These man—machine rela-
tionships apply equally to systems with automasedpmatic, and autonomous functionality

— i.e., the relationship imdependentf the degree of complexity with which the system

teracts with its environment.

Much of the literature uses the pithy parlance béwe the human operator stands in relation
to the machine’s decision making:the-loop, on-the-loop, or out-of-the-loopunctions that
have a mann-the-loop are those that require a positive afftrarafrom the human operator
for the machine to proceed. This is a simple deiegaelationship. Maren-the-loop func-
tions are those where the operator need not apmbtlee action beforehand but retains the
ability to veto it before the execution of the miaets action or abort the action once it has
begun. These “human supervised” delegatory relgligs can be more complicated. As the
US Navy’s Office of Naval Research defines it, iman-on-the-loop man—machine relation-
ship:

The system can perform a wide variety of activitiggen top-level permission or direc-
tion by a human. The system provides sufficienigimsinto its internal operations and
behaviours that it can be easily understood biutman supervisor and appropriately re-
directed [including being vetoed]. The system doatshave the capability to self-initiate

behaviours that are not within the scope of itsentrdirected task¥.

Edging toward mamut-of-the-loop functions are those that can be initidbgceither the hu-
man operator or the machine, with various rulestieir interactior?” These can include of-
fering the human a complete or narrowed list céralitives to choose from based upon the
machine’s assessment of the situation, suggesticmuese of action to the human operator
(known as cueing), and initiating action while pétimg the human a limited amount of time
to veto it>3 Functions that have the man-out-of-the-loop elytisze those that the machine
can initiate and execute without further interactwith a human operator and that cannot be
vetoed or aborted. Such systems are said to bedutbmatic, automated, or autonomdls,
“requir[ing] no human intervention to perform any ibs designed activities across all
planned ranges of environmental conditiofisMan-out-of-the-loop relationships do not
necessarily imply complete ignorance of the machibehaviour, however. The relationship

10



can be structured so as to require the machinefoon its human operator of its actions, or
to do so only if asked, or only if the machine desito do sd° Thus, there are many ways to
structure the relationship between a human opeaaibra system with automatic, automated,
or autonomous functions — and, as this impliessehelationships are not specifically de-
pendent upon the complexity of the inputs, outpatsgecision rules programmed into the

mechanism.

One final level of complexity deals with distinghisg betweerwhenandto what degre¢he
human operator imparts instructions to the macthateis being unleashed. “Dumb” projec-
tile weapons, such as arrows, bullets, artillesilshand gravity bombs, put distance between
their operator and their ultimate functioning batvé no capacity to carry additional infor-
mation about what behaviour is appropriate beybatlimparted to them mechanically at the
time of launch. Hence, knowing the target’s loaatibaving good aim, and accounting for
the potential effect of environmental factors sashwind are all part of the “programming”
imparted to such projectiles. Weapons with autoenftnctions can receive simple infor-
mation from their environment — temperature, bartoimgressure, or altitude — after they
have been activated and are “programmed” mechénitwarespond to that information in a
simple way. Landmines, time bombs, and booby tepsall examples of relatively simple
automatic weapon systems where the man is outeofoibp once the device is planted and
armed. Increasing the ability of the mechanismetass its environment and determine more
fine-grained behaviour through automation furthealdes the human operator to determine
the conditions under which the weapon will perfatsnfunctions prior to its activation. Thus
weapon systems, such as “self-navigating mined’ risemble a torpedo but station them-
selves at a pre-determined location to wait forsserinformation regarding their targét,
enable additional control that is removed in bathetand space from the operator’s direct
interaction with and control of the weapon systdime promise, if one accepts that norma-
tively freighted term, of fully autonomous functiag is that the ability of the machine to
sense its environment and be preprogramed suffigiem determine appropriate courses of
action based on that information prior to its lduns increasing tremendously. Indeed, at
least in commercial civilian applications, suchaasomobiles, the objective is to pre-program
sufficiently numerous and nuanced scenarios thabearecognised based on multiple sensor
systems to enable an ever-attentive machine td teats environment in ways more effec-
tive than human beings, thereby reducing the @skkdangers to people and propéftiiow

well the distance in space and time is bridgedhgytechnology inherent in the system and
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the institutional setting within which it is embestti(e.g., road systems, traffic laws, and the
propensity of drivers and pedestrians to adhetbdém) will prove to be a key consideration

in the development of policies to address thesea@ngecapabilities.

2.3 Conclusion

Advances in sensor and computing technology hamementally enabled weapon systems
to be operated at greater distances and behavena discriminating ways as they accom-
plish their missions. Remotely controlled vehickesl “smart” weapons have increasingly
removed weapons from direct human control in timé gpace while increasing their effec-
tiveness — in particular their ability to reactelovironmental inputs after being activated and
to use that information to perform their functiansre discriminately. These advances have
reached the point that governments and others bagen to consider weapons that behave
beyond direct human control as a category requispegcific policy guidance. While the
statements of these official bodies vary somewthaly do focus on what is new: the increas-
ing ability of weapons of war to sense and rea¢hér environment in the absence of direct
human control. Yet some distinctions that undergudrent discussions about these weapon
systems and can affect how they are treated bgtaleholders remain unclear. We have
therefore provided a conceptual roadmap to helpndisish between systems that operate
beyond direct human control with differing degreécomplexity, the relation between the
human operator and the machine, and the pointma when the machine receives the infor-
mation required to fulfil its functions. These distions can help policy makers more clearly

distinguish what is new, what is not, and what nexguadditional attention.
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3. Denmark’s Weapons with Autonomous Functions

In this third section of the report we discuss sahthe weapons in the arsenals of the Unit-
ed States, United Kingdom, and Denmark that are tbfunction with some degree of au-
tonomy. We do so in the context of a survey ofceffs and officials in the Danish MoD, De-
fence Command, and the Danish Acquisitions anddtmgi Organisation that was conducted
for this report to better understand the capaédionf weapon systems in the Danish arsenal.
Drawing on their responses, we discuss the autonsrumctionality of some of the weapons

used by the Danish armed forces.

As discussed in the previous section, weapon systhat can be operated remotely and
those with automatic, automated, and autonomoustibimality are becoming increasingly
common in the armed forces of many countries, ooy the United States and most mem-
bers of NATO. The US Navy, for instance, has foratkes deployed many weapon systems
with automatic, automated, and autonomous functioimeluding some that are able to select
and engage targets with lethal force. During Opemalraqi Freedom, for instance, the US
Navy used an underwater autonomous system to dstdcherged mines in the Persian
Gulf.® Since the 1980s, US Navy vessels have been pedtegta close-in defensive system
that consists of “a radar-directed Gatling gun veithautonomous mode” known as Bteal-
anx to protect them from aircraft and other projectileapond? Finally, theAegis ballistic
missile defence system that forms the backboneAr®I Ballistic Missile Defence (BMD)
can autonomously detect incoming ballistic missdesoss an entire region and fire on them

automatically**

Such weapon systems are not confined to the USitatds or to navies. The United Kingdom
fields theBrimstoneanti-tank weapon on its combat aircraft, which Rwyal Air Force de-

scribes as,

a fully autonomous, fire-and-forget, anti-armouragwen, effective against all known and
projected armoured threats.... During the searchepbftshe engagement, Brimstone’s
[radar] seeker searches for targets in its patimpeosing them to a known target signature
in its memory. The missile automatically rejectsires which do not match (such as cars,
buses, buildings) and continues searching and congpantil it identifies a valid target.

The missiles can be programmed not to search fgets until they reach a given point,
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allowing them to safely overfly friendly forces, only to accept targets in a designated

box area, thus avoiding collateral damé&ge.

Denmark also possesses weapon systems with vaewets of automatic, automated, and
autonomous functionality. As part of this study, eanducted a survey of Danish personnel
in the Danish Acquisition and Logistics Organisat(®ALO), Defence Command, and the
MoD to determine whether Denmark possessed or pthtm acquire weapon systems with
autonomous functionalit{® To assess the Danish inventory of weapons, theoreents
were presented with definitions of autonomy andrtfa—machine relationship from the US
DoD Directive 3000.09% They were then asked to identify every weaponesystf which
they had knowledge that they deemed to have autousrfunctions. For each weapon sys-
tem, they were asked to identify its level of awmy from specified options, to describe the
functions and tasks of the weapon systems in an-epded response area, and to specify the

type of man—machine relationship from specifiedays.

The survey revealed th&tenmark already possessegapon systems with some functions
that enable the weapon to behave beyond direct hwaatrol and would be characterised as
“semi-autonomous” under DoD Directive 3000.09. TReyal Danish Navy possesses and
deploys with theHarpoonBlock Il anti-ship missile, th&volved Sea Sparrosurface-to-air
missile, theEuroTorp MU90 Advanced Lightweight Torpedo, and the Ternwit Kill
Weapon Decoy Launching System that utilises diffexersions oSea Gnathaff ammuni-

tion.

The Danish Navy'$Harpoon Block Il missile is one example of a Danish weappystem
with different levels of functionality beyond thé&ett control of its operator — particularly in
the selection and engagement with targets witraldtirce. In Figure 2 we map two key di-
mensions — phases of the weapon system’s operatidrthe degree of autonomy delegated
to the machine at different points in it — to bettaut still imperfectly, capture the manner in

which theHarpoonBlock Il missile can be considered autonomous.
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Figure 2: The Harpoon Block Il Anti-Ship Missile System
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As shown in Figure 2, during the target detectmimatget designation phases with the missile
on board there is no autonomous functioning ofsystem. This changes after launch, how-
ever, when the system operates in an automatedendotiowing a pre-programmed flight

and navigational algorithm. The missile’s targetognition system is also automated, com-
paring data from radar- and or infra-red sensodsraatching it against pre-programmed tar-
get identification criteria. The missile’s flighairictions, however, become fully autonomous
as it performs directional corrections, includingagive manoeuvres and utilising electronic
countermeasures systems in response to sensos expiitlocks onto the target in its terminal

phase.

A second system in the inventory of the Danish NiavupeEvolved Sea Sparrowir defence
missile. It also functions with a degree of autogamnce activated, but the type and degree
of autonomy across the phases of its operatiorrdiffrom those of thélarpoon Block Il
system. Figure 3 maps the phases offihelved Sea Sparrow@peration and the degree of

autonomy delegated to the machine at differenttpamits operation.
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Figure 3: The Evolved Sea Sparrow Air Defence Missile System
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As shown in Figure 3, thievolved Sea Sparrodoes not function absent human involvement
while the missile is on board; that is, from thegtd detection phase to the weapons launch
phase. After launch, the system operates with &sing degrees of autonomy as it actively
searches for, homes in on, and locks onto its dadrtarget. During this “track on target”
mode, the missile corrects its flight path, engagesvasive manoeuvres, and can use elec-
tronic countermeasures to jam enemy detection iygste an automated manner as it locks
onto the target in its terminal phase. Unlike Herpoon however, the human operator re-
mains on the loop and therolved Sea Sparrowffight can be terminated by its human oper-
ator at any point after launch, thus providing dsée form of control over its automated
functioning.

The Royal Danish Air Force possesses comparablpamesystems, including the AIM-120
Advanced Medium-Range Air-to-Air Missile (AMRAAM)the AGM 65 Maverick air-to-
ground missile, the AN/ALQ 162 Countermeasure systend the AN/ALQ 213 Electronic
Warfare Counter Measure Syst&hDanish military ships and aircraft also have dsfen

systems with autonomous functions. The Nai&sa Gnathaff munitions on its ships and
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the Air Force’s F-16 countermeasures systems diye dutonomousonce engagedThis is
because these systems are designed to react swiftlgtect and react to threats that would
exceed the reaction time of the crew. These syswmpassive once activated and engage
threatening munitions when they are detected, relifigamming them or launching a decoy
to disrupt their ability to lock onto and destrdyetDanish ship or plane. The Danish Army
was found not to possess any weapon systems wibmated or autonomous functions in its

inventory.

As this review demonstrates, Denmark has weapoftis aviferent levels of autonomous
functionality. So do its closest allies. Thus, cemmcwith the types of functions that have been
delegated to machines, the man-machine commantonsiaip that determines when,
where, why, and how the autonomous weapon systéintbevused, and the crucial moment
of delegation wherein the machine determines ite ®a&haviour outside of direct human
control are issues that already exist for the Daamsned forces but, perhaps, have not been
subjected to significant reflection. In the nexttgm, we discuss one way of approaching the

challenge of maintaining human control over weapaitis autonomous functions.
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4. From Direct to Meaningful Human Control

The fourth section of the report addresses theeqgmaf meaningful human control. First, we
establish that concerns have been raised aboumdheasing distance in time and space be-
tween human operators and weapon systems anchibatistance has separated the concept
of directhuman control from that aheaningfulhuman control. We then discuss two concep-
tions of meaningful human control that have bedanded to provide a basis for ensuring
that weapon systems with autonomous functions eamsbd in ways that are compatible with

extant legal, ethical, and moral frameworks thatlguhe use of force.

Advances in sensor and computing technology hadetiva contradictory effects. On the
one hand, they have increasingly removed weapams direct human control in time and
space. Fewer weapons require a human operatorgmebent to “close with the enemy” with
accuracy and are “pre-programmed” so that theypeaform their functions in the absence of
an operator. On the other hand, despite this distantime and space, weapon systems have
become more precise and discriminating. Technolag/not only enabled greater range but
also increased accura®This virtuous synergy has enabled “riskless” arsfmodern” war,
where those who possess this technology can ugamniiorce against an adversary with less
risk to their own forces or civilian bystandéfsAdditional advances in these technologies
promise to extend the control over weapon systentwih time and space, with greater pre-
programming enabled by increased information-psiogstechnology and better sensors
enabling greater knowledge of local conditions ptmg a basis for more, and more nuanced

and contingent, behaviour by machines further resddvom direct human control.

Concerns have been raised about this trend. Indegay have argued that there is something
morally or ethically wrong with the act of delegagigreater decision authority, particularly
decisions to use lethal force, to machines — rdgssdf their capability to sense and process
information?® Yet delegation is nothing new to military instiarts. Commanders delegate
authority and responsibility to their personnelddlthe time, enabling those personnel to se-
lect and engage targets with lethal force, evenrvthese people were considered to be “the
dregs of society® Military institutions have developed elaborate hatisms to control
their personnel, to monitor their behaviour, ansciiiline deviations from expected and ap-
propriate behaviout’ Each member is indoctrinated to respect the chéicommand and
every subordinate is monitored by a direct suppaod those superiors are responsible for
the behaviour of their subordinates, up and dovenctimin of commantf. Such interlocking

18



mechanisms of command and control ensure apprefettaviour as well as accountability

and remediation of inappropriate behaviour.

Such practices play a particular role in the ustoafe by Western militaries, especially in a
coalition setting where multiple sovereign governiseshare in oversight of the use of force.
For instance, NATO forces utilise a six-phase degsigycle when force is used, which in-
cludes an analysis of the commander’s operationalsg developing, validating, nominating,
and prioritising targets; analysing the capabd8itevailable to strike those targets; assigning
the capabilities to be used against those targitaning and executing the missions against
those targets; and assessing the results. In dedepthe military commander and his subor-
dinates undertake all of the necessary steps isfyséihe applicable operational and legal
norms, including international law and establismets of engagement.When things go
awry, as they did when coalition forces — includibgnish — bombed positions manned by
Syrian military forces in a location believed todeupied by ISIS forces,the thoroughness
of these processes enable investigations to determihat went wrong, who may be respon-
sible, and who ought to be held accountdblEhese practices provide significant incentives

to use military force responsibly.

Ensuring that such procedures, norms, rules, lawd, institutions enable human decision
makers to remain in control, act responsibly, aadéld accountable for the use of violence
in the face of technological advances that enatdatgr time and distance between decisions
and the actions of weapon systems requires contghddigence from military forces, gov-
ernments, international institutions, and the ma¢ional community. The laws of armed con-
flict have been designed on the premise that hubeimgs exercise direct and meaningful
control over violence and are therefore capabladifering to the laws of armed conflict.
Indeed, without direct and meaningful human conttieé principles of military necessity,
proportionality, distinction between civilians andncombatants, minimisation of collateral

damage, and the avoidance of unnecessary suffieeicgme problematic.

But increasingly autonomous weapon systems openrsgee space between direct and
meaningful human control in the force-related decisycles. This leads to the question as
to whether the two concepts are coterminous. ‘¢ ttend toward ever-greater autonomy
continues, the concern is that humans will stafatte out of the decision-making loop, first

b5

retaining only a limited oversight role, and thea role at all.”™ More specifically, as

Heather Roff and Richard Moyes write, “questioniatieg to what is required for human
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control to be ‘meaningful’ are open, as well as Hawaway in distance and/or time a human

has to be from an act in question for there tohbertan control’.®®

This is important because direct human control over weapon systems with autonomous
functions may fade, themeaningfulhuman control is necessary if they are to meet any
standards of legitimacy.The Danish government has officially contributedthis debate
and may be considered part of this consensus. it 2Q15, Susanne Rumohr Haekkerup, the
Danish Ambassador for Disarmament, submitted @rsiant for the record to the UN CCW
Informal Meeting of Experts on Lethal Autonomousapen Systems that “all use of force —
including the use of autonomous weapon systemsst baiin compliance with international
humanitarian law, i.e., the fundamental rules sfidction, proportionality and precautions in
attack. And all use of force must remain under ‘niegful human control’ >

But what is “meaningful human control”? In a docurnhdistributed to the participants of the
second Meeting of Experts on Lethal Autonomous Wiaa@ystems (LAWS) at which Am-
bassador Heekkerup spoke, Michael Horowitz and Belaarre argued that there are general
conditions that can be specified to ensure meanlifgfman control over weapon systems,
including those that exercise substantial autonohtey argued that “meaningful human

control” has three essential components:

* Human operators are making informed, conscioussgtets about the use of weapons.

* Human operators have sufficient information to eaghe lawfulness of the action
they are taking, given what they know about thgdarthe weapon, and the context
for action.

* The weapon is designed and tested, and human opeeat properly trained to en-

sure effective control over the use of the weapon.

By locating the concept of meaningful human contmb the institutional setting within
which a weapon is used, this position provides g wwancorporate autonomous weapon sys-
tems into existing legal, ethical, and moral ingidns, exemplified above in NATO targeting
procedures, intended to restrain, channel, andmisei conflict and its costs. It does so by
providing conditions that apply to all weapon syste— as Ambassador Haekkerup stated.
Indeed, this position enables one to argue thatwagpon system with any degree of auto-
matic, automated, or autonomous functionality wiWays be under meaningful human con-

trol as long as they are wielded by Western miégras such militaries always design and
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test their weapons, always train their personneghé proper use of their weapons, are em-
bedded in a targeting process that ensures thahthee sufficient information to evaluate the
lawfulness of their actions, and that they are mgkinformed and conscious decisions about
the use of such weapons. These conditions would tnoé for a slingshot as well as for a

fully autonomous lethal robot.

And yet it seems to us that this solution doesaddress what is potentially new about au-
tonomous weapon systems; that is, that machinédeviable to observe their environments,
orient themselves toward an objective, considerdauide upon a course of action, and then
act upon its own judgment in ways that are potdptimknown and cannot be predicted by
its human operator — with potentially deadly conseges for human life. The Horowitz and
Scharre criteria ingeniously sidestep the issughan and to what degree the human operator
has control over a weapon system, whether direotlerwise. Rather, they treat the weapon
system as if it has no autonomy at all and allofalteresponsibility for its use to its human
operator or their chain of command. Thus their psap rightly invited continued discussion

to determine the contours and content of the cdncep

In that spirit, Heather Roff and Richard Moyes hawuggested a more direct standard of
“meaningful human control” to supplement this sairtinstitutional conception. They argue

that “the key elements for human control are:

* Predictable, reliable and transparent technology.

* Accurate information for the user on the outcomegkt, operation and function of
technology, and the context of use.

* Timely human action and a potential for timely mtntion.

« Accountability to a certain standatd.

Of particular importance in light of the increasidigtance betweedirect human control and
meaningfulhuman control, transparency in the decision rthes a system uses to translate
sensory inputs into actions ought to be clearierusers of the system. As Roff and Moyes

argue:

The technology ought to be designed so that if &y, one can interrogate the system
to inform the user or operator about the decisigagls, subgoals or reasoning that the

system used in performing its actions. [Furthermdjeere should be clear goals, sub-
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goals and constraints emplaced on each systenmt angt be possible for human opera-

tors to understand theSk.

Only if the technology is designed in such a wayéomit a typical user to understand its
operation can they make informed, conscious, arahmgful decisions about the use of the

weapon system.

Given the potential variation in the nature of then—machine relationship (potentially with

man entirely out of the loop), the degree of autoypalelegated to the machine (potentially
full autonomy to act to achieve an objective), goents at which this delegation can occur
throughout the decision cycle for each of its fumts — i.e., when the distance between direct
and meaningful human control will expand in its usand the ability of the system to sense,
assess, communicate with its operator, recommergh@rse a course of action, and act in
time to be effective, it seems to us that much marek must be done to apply a conception
of “meaningful human control” in any policy contektdeed, it is to that policy context that

we now turn.
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5. Organising for the Autonomous Future

Denmark currently has no overarching policy tomashpon systems with autonomous func-
tions that is comparable to those of the UnitedeStar the United Kingdom. Few statements
of policy have been made publicly. Those that haueh as the definition of autonomous
systems contained in the new military manual andbAssador Haekkerup’s focus on the
meaningful human control of such systems, are aoéssarily synchronous. Nor have struc-
tures, processes, or procedures for ensuring tbecise of meaningful human control been
elaborated within the Danish armed forces. Althotighlack of a policy is merely a situation

until it is defined as a problem to be resolvedniéty be prudent to consider it before an un-

foreseen event makes the situation acute.

Danish authorities have recently faced similaratians with regard to cyber warfare and the
domestic uses of remote-controlled aerial vehi¢leshnological advances and systems inte-
gration that had been developing over the pastdi#eoeached a point at which officials de-
termined that a problem existed and that a policgtategy was necessary to address it. In
each case, they convened an inter-ministerial wagrigiroup {veerministeriel arbejdsgruppe

to consider the implications of those developmémtgjovernment policy? In the case of the
cyber strategy, the inter-ministerial working grazgnsisted of representatives from the Min-
istry of Foreign Affairs, the Ministry of Justicéhe Ministry of Defence, Defence Intelli-
gence Service, and the Joint Services Defence Conifids the case of autonomous sys-
tems traverses diplomatic relations, Danish defg@utey, domestic and international legal
issues, as well as military planning, procuremant] operations, we suggest that a similar
working group be formed to address the situatiath vepresentatives from these ministries

and perhaps others that have relevant competesatestakes in the outcome.

There are four primary issues that this workingugreaould consider in the construction of
recommendations for a general policy. First, itldotlarify the government’s definition of
what constitutes a weapon system with autonomonstiins, perhaps using the conceptual
discussion provided in the second section of thort. Second, it could evaluate arguments
regarding whether Danish policy should (a) suppmd shape — or oppose — the develop-
ment, deployment, and use of such weapon systenits Bymed forces, the Danish defence
industry®* and/or its Alliance partners, (b) permit — or oppe- the stationing or passage of
such weapons in or through Danish territory, andoéeticipate in — or abstain from — mili-
tary operations in which this class of weapons wdid used. In this instance, the question is
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one of whether weapon systems with autonomous ituradity are “conventional” weapons,
albeit ones with advanced capabilities, or “uncoriemal weapons” along the lines of nucle-
ar, chemical, or biological weapons — the charaties of which require additional moral,
ethical, and practical consideration. Third, pr@ddhat it is decided that Danish policy will
permit the development, acquisition, deploymendl ase of such weapon systems, the work-
ing group should grapple with operationalising ¢cbacept of “meaningful human control” to
establish an institutional structure of command aadtrol that can ensure that authority,
responsibility, and accountability for the use léde weapon systems are both synchronous

and effective.

Finally, the inter-ministerial working group coukliggest a permanent working group be
established within Defence Command to considertigadssues in the implementation and
adjustment of policies pertaining to weapon systeiitls autonomous functions. This perma-
nent group could consider the contribution thaséhiypes of weapon systems could make to
accomplishing core Danish military tasks. The peremd working group should possess the
competencies to conduct legal reviews of such wesab the earliest possible stage in the
study, development, and acquisition cycle to deitegntheir compatibility with the relevant
laws of armed conflict as required by Article 36Aafditional Protocol 1 of 1977 to the four
Geneva Conventions. Furthermore, this group sheuklre that clear parameters exist to
establish the legal guidance for the use of thepaeaystems, including restrictions, if any.
Such reviews could consider whether a system carsée in a lawful manner in all circum-
stances or only in certain restricted circumstaniédbe latter is the case, these circumstanc-
es should be included in associated concepts aohtipes and rules of engagement and then

propagated through the proposed command structure.
Furthermore, this permanent working group could:

» Consider what participation in NATO Ballistic MitsiDefence means in terms of
delegating decision authority to weapon systemf aittonomous functions and the
extent to which decision making can be legitimatdéyegated to NATO command
structures outside of Danish control.

« Enhance Danish participation in all NATO Multinated Capability Development
Campaign (MCDC) working groups that deal with weaggstems with autonomous

functions to expand the Danish knowledge base.
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» Sponsor technical tests and experiments with antong systems in the Arctic and
other parts of the Kingdom and involve potentiattipars in these to create the basis
for discussing future joint requirements.

« Actively support efforts by national and internatb aviation and maritime authori-
ties to establish solid regulations for the useawaftion systems with autonomous

flight control functions in civilian airspace arettitorial waters.
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6. Concluding Remarks

Human beings have engaged in organised confli¢t ame another for millennia. Man’s in-
genuity in developing tools that can be used falerice demanded the development of
norms, rules, laws, and institutions to restraid elnannel their ever-increasing range, speed,
and destructive capacity. The increasing lethalitghe battlefield has also driven develop-
ments to remove combatants from harm’s way. Theeagingly frequent and effective use of
unmanned aerial vehicles by Western states ovepabe25 years has likely been only a pre-
cursor to further developmerftsTechnological and strategic trends indicate thaapen
systems with autonomous functions will be develgfedmore capable, be widely available,
and ever more usable as weapons of warfare. Thentoly possess characteristics that will
render them extremely useful to military forcesnd @eductive to political leaders. Weapon
systems with autonomous functions will enable gnegtersistence, range, mass, daring,
speed, and coordination among military forces -avai the same time reducing the risks to

military personnel by removing them from the weaptirat populate the battlefield.

This development threatens to make warfare litgrahuman. It raises key issues that should
be addressed by responsible armed forces, govetsymamd other stakeholders. This in-

cludes very important issues such as defining auhynand autonomous weapon systems,
determining the conditions that must be met fonthe be used responsibly, and the manner
and regimes under which their users are to bedmiduntable. Danish decision-makers may

find it advantageous to contemplate the implicatiohthis development.
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